PERSONAL

DR Daniel Matthew STEINBERG

CitizensHIP:  Australian and New Zealand
HOMEPAGE:  http://dsteinberg.github.io/

EpucaTIioN

Jury 2013 Ph.D., Australian Centre for Field Robotics, The University of Sydney, NSW

Thesis: “An Unsupervised Approach to Modelling Visual Data”
Advisor: Prof. Stefan B. WiLL1IAMS
Co-advisor: Dr. Oscar Pizarro

NoVEMBER 2008  B.E. MECHATRONIC ENGINEERING, The University of Sydney, NSW

Honours class 1

NovEMBER 2008  B.Com. FINANCE, The University of Sydney, NSW

EMPLOYMENT

Current

2019-2023

2016-2019

2013-2016

2012-2013

2006-2010

RESEARCH

Senior Research Scientist/Team Leader, CSIRO (Data61), Canberra

Principal Researcher, Gradient Institute, Canberra
As a principal researcher at Gradient Institute I undertook observational causal studies, researched ethically
aware machine learning algorithms, and implemented machine learning algorithms and systems.

Senior Research Engineer, CSIRO (Data61), Sydney & Canberra

I was a senior research engineer in the inference systems team, where I derived and applied new machine
learning algorithms to spatial prediction problems involving large scale demographic, environmental and
natural science data. New software tooling was required for a number of these projects, many of which have
been released open source.

Researcher, NICTA, Sydney

Iwas aresearcher in the machine learning research group where I collaborated with geophysicists, physicists
and ecologists to apply cutting edge machine learning techniques and practices to their research. This was
as part of a three year Science and Industry Endowment Fund (SIEF) project, and it led to me developing
novel Gaussian processes inference techniques for inverse problems.

Research Associate, Australian Centre for Field Robotics, Sydney

As a research associate my duties included researching unsupervised methods for exploring and visualis-
ing sea-floor and water-column data gathered by autonomous underwater vehicles, ship-borne multi-beam
sonar, towed video systems etc. These unsupervised algorithms aid scientists in exploring and categorising
their data, and have also been used to aid survey planning.

Control and Software Engineer, BioPower Systems, Sydney

I worked for this start-up renewable energy company as an undergraduate-intern and on a casual basis. I
initially helped design and manufacture a control system for a small-scale tidal energy power generation
prototype (BioStream). I also worked on sensor data retrieval, visualisation and logging systems for the
full-scale prototype devices.

A common thread to my research is in using, or developing, machine learning models to infer latent phenomena.
This includes causal effects from observational data, unobservable or partially observable physical processes from
related observable processes (e.g. inverse problems), and semantic structure in digital images.

One focus of research during my time at Gradient Institute has been observational causal inference. I completed
a number of observational studies for an Australian school jurisdiction to understand how the school system
and personal well-being effect educational outcomes for students. These studies had numerous confounding
factors (hundreds of factors) and non-linear interactions. This justified the use of machine learning methods for


http://dsteinberg.github.io/

causal inference such as direct response surface modelling (S-learners) and double machine learning (R-learners).
This work required new methods and software for reporting nonlinear causal effects. A publication on this
work is in Scientific Reports [1], and open source software implementing the methodology was released (Causal
Inspection). These studies also prompted a brief investigation into the effects of regularisation on estimation
bias in the presence of collinearity, the results are summarised in this blog post.

I was involved in numerous large-scale spatial inference projects during my time in Data61. These included
depth of cover and element concentration prediction projects with Geoscience Australia and CSIRO Minerals. I
was also responsible for a number of national scale, high resolution, predictive soil mapping projects with CSIRO
Agriculture and Food. These projects required development of scalable machine learning techniques (Gaussian
processes, Bayesian neural nets, etc) and pipelines (for example Landshark below).

During my time at NICTA my research mainly focused on methods for variational inference in Bayesian mod-
els with highly non-linear, and sometimes non-differentiable, likelihood functions [6, 7]. These models have
potential applications in Geoscience, i.e., performing geophysical inversions.

My PhD research focused on unsupervised scene understanding. The motivation for this research came from
the ability of robotic agents to collect large volumes of visual seafloor data in novel environments at a rate that
far out-paces human annotation of this data. I created hierarchical Bayesian models using variational Bayes
to cluster images into like scenes [9, 10], and then extended these models to incorporate additional background
context such as the photo album (or survey) an image appears in [13, ch. 4]. I then further extended these models
to infer objects within images while utilising contextual information about the image’s scene and album [8, 5].

SOFTWARE ENGINEERING SKILLS AND PROJECTS

PROGRAMMING:  Python, C++/C, Matlab.

FramMEwORKs:  Scikit Learn, Pandas, PyTorch, TensorFlow, Numpy/Scipy, Eigen.
SysTEMs:  GNU Unix/Linux, Google Cloud/AWS, HPC systems, continuous integration, Git.

I have been involved in and led numerous open source machine learning projects, please see github.com/dsteinberg
for a full list, highlights include:

Libcluster (x139, Y21) An extensible C++ library of hierarchical Bayesian models for clustering and scene
understanding with variational Bayes inference.

Aboleth (x127, Y10) Aboleth provides a set of high performance and light weight components for building
Bayesian neural nets and approximate (deep) Gaussian process computational graphs.

Landshark (%9, Y10) A set of python command line tools for supervised learning problems on large spatial
raster datasets using distributed computing. It uses TensorFlow machine learning pipelines.

revrand (x57, Y13) A python library of scalable Bayesian generalised linear models with random approxi-
mate kernel features.

Causal Inspection A scikit-learn inspired python library for quantifying and visualising non-linear causal
effects from S- and T-learners. This library allows various interpretable machine learning methods (such
as permutation importance and partial dependence) to be run within a cross validation or bootstrap sam-
pling pipeline. In this way we can quantify the uncertainty in non-linear and binary effects for arbitrary
machine learning estimators.

twostageridge A simple python two-stage ridge regression model for causal inference. It allows for the
confounding variables to be regularised, whilst minimising bias on the estimated treatment effect.
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Reports/Chapters
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D. M. Steinberg. “An Unsupervised Approach to Modelling Visual Data”. PhD thesis. Australian Centre
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Publication Statistics

Recorded on 06/06/2023. Please see my google scholar page for more information.

Total number of (accepted) publications | 30

Primary author publications | 9
Citations | 750
h-index | 16
i10-index | 18
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